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Featured Application: A smart store customer relationship management system to estimate the
customer’s age and gender for simplifying the shopping experience by facilitating personalized
product recommendation and advertisement to promote the smart trading along with developing
an inventory for future business promotion.

Abstract: The COVID-19 pandemic markedly changed the human shopping nature, necessitating a
contactless shopping system to curb the spread of the contagious disease efficiently. Consequently, a
customer opts for a store where it is possible to avoid physical contacts and shorten the shopping
process with extended services such as personalized product recommendations. Automatic age
and gender estimation of a customer in a smart store strongly benefit the consumer by providing
personalized advertisement and product recommendation; similarly, it aids the smart store proprietor
to promote sales and develop an inventory perpetually for the future retail. In our paper, we propose a

check for

updates deep learning-founded enterprise solution for smart store customer relationship management (CRM),

Citation: Tslam, M.M.; Back, J.-H. which allows us to predict the age and gender from a customer’s face image taken in an unconstrained

Deep Learning Based Real Age and
Gender Estimation from
Unconstrained Face Image towards
Smart Store Customer Relationship
Management. Appl. Sci. 2021, 11,
4549. https://doi.org/10.3390/

environment to facilitate the smart store’s extended services, as it is expected for a modern venture.
For the age estimation problem, we mitigate the data sparsity problem of the large public IMDB-WIKI
dataset by image enhancement from another dataset and perform data augmentation as required.
We handle our classification tasks utilizing an empirically leading pre-trained convolutional neural
network (CNN), the VGG-16 network, and incorporate batch normalization. Especially, the age
estimation task is posed as a deep classification problem followed by a multinomial logistic regression

app11104549 first-moment refinement. We validate our system for two standard benchmarks, one for each task,

and demonstrate state-of-the-art performance for both real age and gender estimation.
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_ o 1. Introduction
published maps and institutional affil-

Amid the COVID-19 pandemic situation, a customer prefers a store where it is possible
to avoid contact with staff and stay for a short period of time while shopping. A smart
store is a trading store equipped with smart technologies where a customer is able to
do shopping from kiosks without the assistance of staff and not being checked out by
a cashier. An automated store with recent technologies grants retailers to know more
about the customers, product preferences, and their shopping behavior. A smart store
can use artificial-intelligence based customer management systems to extract customer
information in real-time and can provide the best product recommendations by analyzing
the customer information for steering additional trades in real-time. A smart store can help
Attribution (CC BY) license (https://  the purchaser’s preferences by knowing their age and gender. Deep learning-based smart
creativecommons.org/licenses /by / store management systems can arrange their store by placing items alongside to promote
40/). cross=selling based on customers demographic choices.
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Owing to the uprising trends of intelligent systems, there is an increased demand for
automatic human demographic extraction from face images. The estimation of human
demographics such as age and gender from face images is a very promising and challenging
task in academia and industry. Application where age and gender estimation can play a
useful part include (i) access control [1], e.g., curbing the entry of an underaged person to
sensible items from vending machines or to an event where only people of specific gender
can join; (ii) human—computer interaction (HCI) [2,3], e.g., providing a different product
advertisement or offer by looking at the gender and age of a person automatically; (iii) law
enforcement [4], e.g., a criminal demographic estimation can help the law enforcement
agency to find out the suspects more proficiently from previous records; (iv) surveillance [5],
e.g., an automated system recognizing unattended minors to some unexpected places and
times; (v) electronic customer relationship management [6], e.g., companies may use
internet-based platforms to interact with customers to perceive their preferences and
customize their store products. Accordingly, many traditional retail systems migrate to
the intelligent system with the recent development of technology such as smart store retail
management. To ease the shopping process and the future retail of smart stores, the age
and gender estimation of a customer is indispensable. Similarly, for welcoming salutations,
the content and manner are quite different based on age and gender.

In order to achieve these tasks, major challenges arise due to the unconstrained real-
world face images which are captured in a different angle, pose, and background. A
significant amount of research has been conducted to estimate the age from a face image
having the form of real or biological age estimation. This age and gender estimation
research spans decades, as summarized in large studies [7-11]. Each of these face analysis
tasks (age and gender estimation) are sought to solve distinct research problems through
a variety of techniques [12-17]. The facial attribute information such as age and gender
are already being predicted using facial landmark information [15-21]. Spotting accurate
facial landmarks is in itself a challenging issue. Localization of the facial points is heavily
complicated in some imaging conditions, e.g., when the face is occluded by something,
rotated extremely, complex facial expressions, and the resolution of the image is very low.
Analogously, landmark extraction from faces is practically impossible when the imaging
environment is in the far-field.

It is worth bearing in mind that the real-world smart applications for age and gender
estimation need to tackle faces having certain unconstrained environments, like improperly
aligned or having unusual pose and expressions. Therefore, under these circumstances,
prior to input a face to the age and gender estimation system, a face should be detected
first and, in a next step, properly aligned. Despite the recent progress made in [7,22,23]
in the context of handling faces in the wild, the accurate prediction of age and gender
remains a challenging problem due to the limited and constrained image datasets. Hence,
a shallow network was proposed to classify the age and gender in [23]. In [24], authors
utilized the benefit of a manageable deep neural network to train with a large and diverse
face image dataset. A robust face detection and alignment operation was performed over
the in-the-wild face images that play a noticeable role in the overall performance. Although
this work achieves very good performance for the real age estimation task, this network
is biased to the classes that belong to adult people because of the large inter-class sample
variation problem that exists in the training dataset.

In this paper, we approach an integrated framework for human age and gender
estimation being motivated by the contemporary deep learning-based advancement in
the associated research on age and gender estimation [23,24]. We demonstrate better re-
sults for age estimation by a substantial margin compared to the state-of-the-art (SOA)
approach [24] with necessary improvement in the training data and imposing more regu-
larization techniques (i.e., batch normalization, data augmentation) in the network. Subse-
quently, we achieve better results in anticipation of gender classification compared to the
SOA method [23]. The contribution of this work is summarized as follows:

www.manaraa.com



Appl. Sci. 2021, 11, 4549 30f23

e  We propose an automatic age and gender estimation system for the customers of a
smart store (e.g., Amazon Go, SmartMart) to affluence the offline smart shopping
and to update the future stock by analyzing the customer demographics (i.e., age and
gender) due to the new shopping nature amid the Covid-19 pandemic situation.

e  We handle the data sparsity problem (see Section 3.1.1) that exists in the publicly
available in-the-wild face image dataset IMDB-WIKI [24].

e  We consider both age and gender estimation tasks as a classification problem and
deploy the ImageNet pre-trained model VGG-16 [25], although real age estimation is
basically a regression problem. We address the age estimation problem like [24], with
an effective change in the dataset by making it almost balanced and introduce a batch
normalization layer to speed up the learning process along with stable performance
because a smart store needs a robust system.

e  For the comparable results, we evaluate our model on the constrained and specific
aged people image dataset Morph [1]. Subsequently, the challenging Adience [9] image
dataset is used to evaluate the gender estimation performance. Our approach marginally
outperforms the state-of-the-art methods in both age and gender estimation tasks.

The anatomy of the rest of the paper is as follows: Section 2 elucidates the literature
regarding age and gender estimation. Section 3 presents our proposed method. The insight
of the experiments and attained results are presented in Section 4. Section 5 carries out
the comparative discussion regarding age and gender estimation results, and Section 6
concludes this research.

2. Related Work

This section succinctly reviews the associated works of age and gender estimation.
Although a significant amount of literature is already available related to these topics, we
try to provide a superficial outline in what way these tasks were approached earlier by
other researchers.

2.1. Real Age Estimation

Age estimation is a long-studied research topic among computer vision researchers.
Most of the researchers considered human age estimation as either a classification or
regression problem. In the case of age classification, age is coupled with a specific range
or age group. On the other hand, age regression is a single value estimated for a person.
However, it is very challenging to estimate an exact age due to diversity in the aging
process across different ages [26]. Furthermore, for accurate age estimation, the model
needs a huge amount of correctly labeled face data.

Many of the early age estimation methods used hand-crafted facial features in the
constrained imaging conditions. A survey of such methods was reported in [6] and a recent
survey of age estimation including all approaches of the last decades can be found in [27].
A method that extracts the geometric features from the face and calculates ratios among
the facial features to estimate the age is presented in [28]. Initially, the face wrinkles are
detected and localized, then the size and distances of the facial features are measured and
finally the face is classified into different age categories. A similar approach as presented
in [28] is proposed in [29] by modeling growth-related shape variations observed in human
faces considering anthropometric evidence. This work was limited to a certain age. The
abovementioned methods are unsuitable for images in-the-wild due to the necessity of
accurate localization of facial features.

A couple of subspace methods were introduced in [30,31], where aging features
were extracted from an aging pattern representative subspace and a robust regressor was
used to predict the face ages. Although the aforementioned methods achieved excellent
performances compared to previous cutting-edge methods, some limitations are exposed
by these algorithms. Their system worked well only with frontal and properly aligned
images. The algorithms proposed by these researchers are not well suited for practical
applications where the input images might be collected in an unconstrained environment.
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There are some methods where face images are represented using spatially localized
facial patches. In [32,33], the patch distribution was represented by exploiting probabilistic
Gaussian mixture models [34]. A robust descriptor was used in place of pixel patches
in [32]. Later on, the Hidden-Markov-Model [35] was introduced instead of the Gaussian
mixture model (GMM) for representation of face patch distribution [36].

A significant amount of research employed different robust image descriptors as an
alternative to the local image intensity patch for the age estimation task. Gao et al. [37]
used Gabor filters along with a Fuzzy-LDA classifier where one face belongs to multiple
age classes. Similarly, Biologically-Inspired-Features in [38], and Local Binary Patterns
(LBP) were presented in [39].

The age estimation problem was considered as a regression problem by Fu et al. [40]
or as a classification problem using a quadratic function, shortest distance, and neural
network-based classifiers in [41]. The popular regression techniques reported by the
researchers are Support Vector Regression (SVR) [42], Partial Least Squares (PLS) [43],
Canonical Correlation Analysis (CCA) [44]. Accordingly, Nearest Neighbor (NN) and
Support Vector Machines (SVM) [45] are the most used classification techniques.

Next, we choose a couple of real age estimation methods to describe those that are
most related to our suggested method. Guo et al. [30] presented a learning scheme to draw
aging features named manifold learning and utilized SVRs with local adjustment for age
prediction, Han et al. [46] extracted features using boosting algorithms and formed a hier-
archical approach for classification between age group and regression inside a group (DIF).
Geng et al. [31] introduced an aging pattern subspace (AGES) wherefrom features were
extracted and performed regression for age estimation. Zhang and Yeung [47] handled age
estimation as a multi-task problem based on the warped Gaussian process (MTWGP) where
common features were shared among the tasks. Chen et al. [48] introduced a mapping
between the cumulative attribute space and low-level sparse features for age regression.
Chang et al. [49] formed the age labels into binary groups that formed subproblems and
imposed a cost on each subproblem. Thus, they ranked the ordinal hyperplanes based on
classification cost for age estimation, while Guo and Mu [50] used a canonical correlation
analysis and partial least squares founded methods to perform feature projection and
estimate human traits jointly.

Recently, the biologically inspired CNN models were successfully deployed for the
age estimation task. Yi et al. [51] deployed a multiscale CNN. Wang et al. [52] used features
from the intermediate layer of CNN rather than top layer features and performed manifold
learning. Rothe et al. [22] incorporated a deep CNN for extracting features and real age
regression as an estimate using SVR. In [24], they used a deeply learned CNN model from
large in-the-wild image data and performed age regression through classification. A hybrid
system was introduced in [53], where the CNNs were used for face feature extraction
and an extreme learning machine (ELM) for the classification task. A lightweight CNN
network with mixed attention mechanism for low end devices was proposed in [54], where
the output layer was fused by classification and regression approach. Another multi-task
learning approach merging classification and regression concepts to fit the age regression
model with heterogeneous data with the help of two different techniques for partitioning
data towards classification was proposed in [55]. To resolve the problem of data disparity
and ensure the generality of the model, a very recent method is proposed by Kim et al. [56]
where a cycle generative adversarial network-based race and age image transformation
method is used to generate sufficient data for each distribution. All of the aforementioned
CNN-based systems are evaluated on the basis of the common dataset Morph [1] for age
estimation. To the best of our knowledge, [24,53] demonstrate state-of-the-art results. A
comparison table of different age estimation methods mostly related with our experiments
are summarized in Table 1.
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Table 1. Comparison between top performing age estimation algorithms.

Research Model Strengths Weakness
Perform age regression through
classification without facial landmarks Do not maintain class-wise data
Deep Expectation, Vggl6 and Achieve state of the art performance balancing during training
[24] Classificati 1 d wi f LAP H isy data in th
assification on real age and winner o uge noisy data in the
challenge 2015 on apparent proposed dataset
age estimation
Reconstruct unseen face image and a Highly relies on landmark
) complete aging face database is not D ine aleorithm
Aging pattern subspace and etecting algorithms
[31] ificati necessary Limited performance on early
classification Performance is comparable to the -
childhood faces
human observer
Cumulative attributes capture the
shape and texture features from a
Cumulative attribute space and human face compared to aging Sensitive in the sense of feature
[48] Support vector regression processes-Significantly performed inconsistency and impreciseness
even if the training data is sparse
and imbalanced
Estimate age based on the age
distinctive feature ordering Slower compared to cumulative
[49] Ranking CNN information, ranking the age labels attribute space model and less
and thus avoid the binary decision for accurate with sparse data
each label
Able to estimate three traits jointly The methods used for dimension
CCA & PLS for dimensionality from three dimensions reduction is very sensitive to the
(501 reduction and Regression Implicitly benefited from the gender identity of the features
and race features for age estimation between sets.
) Perform classification and regression Not compact enotgh to deplov in
[54] Attention base%d ShuffleNet and together and used a light-weight the emberc)ided deV%ces ploy
Hybrid model network for low end devices
Resolve data imbalance and network This image generation seems
[56] Cycle GAN, CNN over-fitting by generating sufficient inefficient for the noisy
images using CGAN image dataset
Utilize the adjacent ages information . Lo
Intra and inter group formation is
as shared class features and }
d bi brobl quite random
i i i CCOMPOSE as binary SUbprobiems Encoding and decoding does not
57] Group-n encoding, series of binary simplifies the age estimation b 8 " & .
subproblems, and Decoding processing ave too much impact on the
> . performance compared to
Cost-sensitive learning helps to computing cost
reduce the data imbalance puting
Transformed to binary subproblems
and multiple output CNN maintain Low robustness
[58] Ordinal Regression and CNN the correlations between tasks Cannot handle multicollinearity
Proposed an Asian Face Age Dataset between independent features
with more than 160 k images
] ) 5;122?:’::?3;? riiiiigyafgks)leili ¢ Not trained with enough balance
Ours Deep first-moment refinement, peciy data due to very less images for

MTCNN, vgglé

the target application where to deploy
our model

the child’s and elders
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2.2. Gender Estimation

A lot of progress has been achieved in the gender estimation topic, but it is still a
challenging problem in the real-world environment. The literature about gender estimation
comes under the umbrella of the authors of [59,60]. Here, we will discuss some of those
methods where the well-known classifiers are used for the gender estimation. As one of the
very early methods, the authors of [61] used a fully connected two-layer neural network
that learned from a limited number of near-frontal face images for gender classification.
In [62], SVM classifiers were directly applied to image intensities. Similarly, AdaBoost was
introduced instead of SVM classifier by keeping the same working pipeline [63]. Later on,
a viewpoint-invariant model for age and gender estimation was suggested by Toews and
Arbel [64] which is robust to local scale rotations.

A combination of human knowledge and a gait information-based gender classifi-
cation system was provided by Yu et al. [65]. An unconstrained face image benchmark
for gender classification along with a high classification accuracy was presented in [9].
Khan et al. [66] formed a semantic pyramid by extracting features from the full and upper
body together with face regions from the image to recognize the gender and action. This
method does not depend on the annotation value of a person’s face and upper body to
extract semantic features. In [67], the authors proposed a model where the first name
of a person is used as a special feature and associates a name with facial appearance to
recognize the gender of that person. At the same time, the authors showed that their
method achieved higher accuracy in the task of gender recognition and demonstrated the
potential in the use of face verification. In recent times, a generic framework for age and
gender estimation was proposed in [46], where a hierarchical estimator was modeled based
on extracted biologically inspired features. Besides, this method was formed to detect
low-quality images due to a poor image background.

The above efforts regarding gender estimation contributed a lot in this research
area. However, the lion’s share of these methods is only suitable for the applications
with constraint images or have higher computational costs. Recently, a deep CNN-based
approach was presented in [68]. It was pretrained with a huge unconstrained dataset
and then fine-tuned on two other datasets to achieve a very good accuracy in the gender
estimation task. Although, their method states a high accuracy, a lot of pretraining is
required prior to evaluating the system. In our paper, we propose a system that will work
comparatively well with unconstrained imaging conditions.

3. Proposed Method

Our proposed method is utilized during the course of our experiments for both age
and gender classification. Our approach is inspired by the research advancement in the
computer vision fields, such as image classification [48,69,70], object detection [71], age
estimation [23,24], and gender classification [23] fueled by deep learning. At the very
beginning of our age and gender estimation process, we ensure a class-wise balance of the
image samples for training. To do this task, we down-sample those classes up to a specified
threshold where the number of images is huge, then up-sample other classes by importing
images from another dataset built on the same setup and perform data augmentation
where necessary. Additionally, we manually filter out those images that seem wrongly
annotated using human visual perception. In the later stages, before feature extraction,
we detect the face from raw faces and prepare the images for network input performing
some preprocessing tasks like rescaling and resizing. We use the same CNN structure
for the feature extraction and the Softmax layer for classification output regardless of the
estimation task, but a further formulation is performed in case of age estimation. We
calculate the expected value over the Softmax probabilities for age regression. Each step of
the proposed approach shown in Figure 1 is depicted thoroughly in this section.
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Image Cleansing Face Detection Preprocessing F Extraction
& Balancing
% £
Estimated Age Softmax <= Softmax
(Years) Expected Value Classification

Gender Estimation

Predicted
Gender Class

Figure 1. Schematic diagram of the proposed age and gender estimation method.

In Figure 2, we present the process diagram of the smart store customer relationship
management system based on our approach. When a customer approaches the smart shelf,
the camera attached with the shelf automatically captures the image of the customer and the
installed age and gender estimation model will predict the demographics of the respective
customer. During the interaction of the customer and automated system, the customer will
get the personalized product recommendation, advertisement, and offer. In a smart store
enterprise solution, several outlets are operating simultaneously under the same setup.
Therefore, the customer data will be stored in a local server that exists on the outlet and to
the central server from the different outlets through a communication network.

Central Server End

tCamera

i
i

Figure 2. The process diagram of a smart store customer relationship management system.

3.1. Age Estimation
3.1.1. Data Cleansing & Balancing

Real age and gender estimation from a face image is a very complex problem acknowl-
edged by computer vision researchers. Especially, age estimation from the face image is
still an open complex problem within the research community. It is a well-known fact that
a very deep neural network is needed to solve a complex problem. Accordingly, training
a very deep network requires a huge amount of training images. Otherwise, a network
will overfit if we fail to provide an optimum amount of training images to that network.
To overcome the overfitting problem of the network, the first and foremost step is the
y for training the deployed network. In reality, there are only a few datasets
ery rich number of face images under an unconstrained environment. In
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our experiment, we have used the richest in-the-wild image dataset IMDB-WIKI [24] for
training the deep network. Despite the IMDB-WIKI dataset is rich concerning the number
of images, data sparsity is huge in this dataset. In the case of the age estimation task, we
observed that this dataset consists of a huge number of images for people aged between
15-65 compared to children and elderly people. In this situation, if we train the model with
this class sparsity, it is impossible to get optimized results for the class which is imbalanced
in real-time as the model never gets a sufficient look at the underlying class. We mitigate
the data sparsity problem by taking the following scheme:
e Randomly choose the number of samples from the class which has sufficient observa-
tions so that the comparative ratio among the class will be retained;
Manually filter out the wrongly annotated samples from each class that is shown in Figure 3
For the classes of fewer samples, we first enhance the data from another benchmark
dataset, the Adience dataset [9], and perform necessary offline data augmentation
operations to make the class balance. The performed data augment operations, such
as right flipping, rotation in the angle between —30° to 30° with the steps of 5°, scaling,
and adding noise to a certain probability.

#

Wrong
Annotation 93

2

Figure 3. Some of the wrongly annotated image samples in the existing IMDB-WIKI benchmark dataset.

During training, we perform online data augmentation by rescaling the input image
into 256 x 256 pixels and taking a center crop of 224 x 224 pixels from the 256 x 256 size
image and pass it on for the training. This can alleviate the over-fitting problem of the
network and enhances the robustness of the model. Through empirical observation, it
is evident that after these operations, the training effect of the network is better, and the
age and gender estimation accuracy of the final model is higher. In Figure 4, we show the
resulting data distribution among the underlying classes before and after we introduce
parity in the number of image samples of the combined IMDB-WIKI dataset.

== == [MDB-WIKI-BALANCED
I\
/I \ - v o [IMDB-WIKI
R \ .
: 'y \
= "‘ 4
2 : ’
ey ! WA
=] / )
S N \
U ! \
- ' -
2 i
E / \
! /I il
s \,I'), | . - -\4:__/ N \’,\\ .
’ ) - \
- - -
0 10 20 30 40 50 60 70 80 90 100
Age

Figure 4. Class-wise sample distribution of the IMDB-WIKI dataset prior to and following parity

among classes.
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3.1.2. Regression through Classification

Age estimation is basically a regression problem, as age is a continuous value rather
than a set of discrete classes. The deployed pre-trained model VGG-16 architecture is
applied for the ImageNet classification task where the output layer consists of 1000 neurons
normalized using the Softmax function, one for each of the object classes. In practice, we
replace the last layer with only one output neuron and employ a Euclidean loss function
for the regression task. It is unfortunate that, if we train a CNN solely for any regression
task the model experienced a high error because of the instability when handling outliers.
As a result, the network is facing the difficulty of poor convergence due to high gradients
and predictions become unstable.

Under these circumstances, we handle the age estimation task through a classification
approach by discretizing the ages into K categories. Following this procedure, we learn
our CNN model for age classification and quantify the regression value from the expected
value formulated using the Softmax-probabilities that belong to the K neurons, as shown
in Equation (1).

k1
E=) yipi 1)
i=0

where k stands for 101 age categories, y; € [0,100], and 0 < i < 100. p; denotes the Softmax-
normalized output probability of neuron i. The experimental results show that this formula
increases the robustness during training and the prediction accuracy during testing.

3.2. Face Detection & Alignment

Face detection from the human face is naturally a very challenging task due to a lot of
variation in appearances and external factors. Face detection is a necessary first step in the
age and gender prediction system where discriminative facial features make the decision.
The number of datasets used for our age and gender estimation task comprises in-the-wild
face images. In the very beginning, we need to detect the face from the raw input image
and then align the face for the training part as well as testing. An ideal input image
should be of approximately identical size, centered, rotated to a normalized position, and
with a minimum background. We opt for the robust Deformable Parts Model (DPM) [72]
based face detection algorithm [73] to find the location and size of the face on the IMDB-
WIKI [24] images. Similarly, a deep cascaded multi-task framework [74] is adopted for face
detection on Adience images which exploits the inherent correlation between detection and
alignment to boost up their performance. The face detection procedure using a multi-task
cascaded convolutional neural network (MTCNN) is presented in Figure 5. Deep CNNs
are powerful enough to handle small alignment errors and that is why we focused on a
robust face detector with a marginal up-frontal rotation for alignment, as proposed in [24].
Consequently, the age and gender estimation tasks show improved performance with the
detected face rather than the entire image.

MTCNN

[nput Image Image Pyramid P-Net R-Net O-Net

Output Image

Figure 5. Face detection process over raw face images using MTCNN.

Our chosen face detectors are able to detect a face perfectly in most cases, although
unsuceessful in some face images. The failure case is handled by providing the entire
image as the face. If we consider some extra context around the face, it also helps improve
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the classification performance. Therefore, the detected face is extended by adding a 40%
margin on all sides. To ensure the same position of the detected face in the image the border
pixels are simply repeated when there is no context on some sides of the too-large faces.
The image is squeezed to 256 x 256 pixels to maintain the aspect ratio of the resulting
images. Finally, the data augmentation operation described in [24] is performed to prepare
the CNN input image of 224 x 224 pixels.

3.3. Scratch Model

We employ a convolutional neural network to predict the age and gender of a hu-
man exclusively from a single face image. This network uses an aligned face with the
background as input and outputs a real predicted age or corresponding gender class. In
our system, we use a popular pre-trained CNN architecture, named VGG-16 [25]. The
intuitions behind choosing this architecture are (1) very intense but tractable network,
(2) top performer of the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [70],
(3) maintains very good performance along with prediction time compared to other pre-
trained networks, and (4) for the classification task, the publicly available pre-trained
models concede very good starts for training.

The VGG-16 network is composed of 16 layers where 13 layers are convolution layers,
and the remaining 3 layers are dense. This network is reasonably deeper than the previous
popular network AlexNet [69]. This network differs from AlexNet due to the use of fixed
size convolution filter 3 x 3 and 2 x 2 size max-pool kernels with a stride of 2 instead of the
much larger filter size of 11 x 11,5 x 5 along with a stride of 4. Hence, multiple stacked
3 x 3 size kernel enables the network to learn more complex features at a lower cost than
one large size convolution filter, although the network depth increases. In our approach,
we incorporate batch normalization before the rectified linear unit activation function to
reduce network overfitting, generalization error and expedite network convergence. We
perform our experiments for age and gender estimation with the convolutional neural
network model proposed in [25]. It is worth mentioning that the pre-trained CNN model
is fine-tuned with publicly available face image benchmark dataset to adapt with face image
related to age and gender estimation task. Lastly, our network is further tuned with the actual
dataset on which we evaluate our model. The fine-tuning permits the CNN model to extract
the detail features, the variations, and the bias from every dataset that helps to boost the
performance. The underlying CNN architecture for the age and gender estimation tasks is
shown in Figure 6. The summary of the deployed CNN architecture is presented in Table 2.

Legends

ey Convolution Layers
3x3 7 (B) Batch Normalization
- Repeated Blocks
. X
Ma;(;Iz’ool Pooling Layers ( S | Softmax

(R) Rectified Linear Unit
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(R) (R) (R) (R) (R)
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Depth: 64,128 Depth: 256,512,512
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Figure 6. The deployed CNN architecture for the age and gender estimation.
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Table 2. The details of our age and gender estimation network.
Layers Feattsli-;eMap Filter Size Stride Parameters
Input 224 x 224 x 3
CONV1-1 3x3 1x1 1792
*BR 128
CONV1-2 224 22464 3x3 1x1 36,928
*BR 128
MaxPool 112 x 112 x 64 2x2 2x2
CONV2-1 3x3 1x1 73,856
*BR 256
CONV2-2 12 > 12 < 128 3x3 1x1 147,584
*BR 256
MaxPool 56 x 56 x 128 2x2 2x2
CONV3-1 3x3 1x1 295,168
*BR 512
CONV3-2 3x3 1x1 590,080
“BR 56 x 56 x 256 512
CONV3-3 3x3 1x1 590,080
*BR 512
MaxPool 28 x 28 x 256 2x2 2x2
CONV4-1 3x3 1x1 1,180,160
*BR 1024
CONV4-2 3x3 1x1 2,359,808
*“BR 28 x 28 x 512 1024
CONV4-3 3x3 1x1 2,359,808
*BR 1024
MaxPool 14 x 14 x 512 2x2 2x2
CONV5-1 3x3 1x1 2,359,808
*BR 1024
CONV5-2 3 x3 1x1 2,359,808
“BR 14 x 14 x 512 1024
CONV5-3 3x3 1x1 2,359,808
*BR 1024
MaxPool 7 X 7 x 512 2x2 2x2
FC1 102,764,544
Dropout
FC2 4096 16,781,312
Dropout
F 4,097
5 C3 1000 ,097,000
ropout
FC4 101 or 2 101,101
Total Trainable Parameters 138,467,093

* BR indicates Batch Normalization Layer and Rectified Linear Unit layer together.

3.4. Performance Metric

For the quantitative evaluation of our age and gender estimation experiments, we
use different evaluation metrics. Mean Absolute Error (MAE) and Cumulative Score (CS)
measures are used for evaluating the age prediction task whereas Accuracy (ACC) is used
for the gender estimation task. Besides accuracy, for evaluation of a classification model,
two other measures, the positive predictive value (PPV) and the true positive rate (TPR)
are considered as a performance metric for our experiments. To illustrate the performance
metrices for the binary classification problem, the terms needed to form the equation are
summarized in Table 3.

www.manaraa.com



Appl. Sci. 2021, 11, 4549 12 0f 23

Table 3. The background parameters to describe the performance metrices for the classification model.

Actual Class

Male Female
Predicted Class Male True Positive (TP) False Positive (FP)
Female False Negative (FN) True Negative (TN)

MAE: The estimated age is reported as the mean absolute error (MAE) in years. It
computes the mean of the absolute error between the predicted and ground truth age.
MAE is considered as the de facto standard for measuring age estimation performance
because the lion’s share of the literature used it for the model evaluation. The MAE is
calculated using Equation (2).

Y vl -y

MAE — =
= N

@)
where N is the number of images that belongs to the test set, ylg ! denotes the ground truth
age, and yf denotes the predicted age of the ith image.

Cumulative Score (CS): A cumulative score is the number of test images having an
absolute error that is no larger than a threshold value t over the total number of test images.
The equation used for calculating the cumulative score is given below:

Cs — N;\ff +100% 3)

where t € [0,100] and Ng.<; represents the quantity of images from a test set that possesses
an absolute error less than the specified threshold value. The total number of test images
are denoted as N.

Accuracy (ACC): Accuracy is the number of correct predictions made by the model
in relation to its overall prediction. It is a good measure when the target variable classes
in the data are nearly balanced. The corresponding formula for accuracy is presented in
Equation (4).

TP+ TN
A= T PP IN T N @)

Precision (PPV): Precision is the ratio of correctly predicted positive observations to
the total predicted positive observations. The formula used for quantifying the precision is
shown in Equation (5).

TP
- TP+FP
Recall (TPR): Recall is the ratio of correctly predicted positive observations to all

observations in the actual positive class. The standard method for measuring the recall is
presented in Equation (6).

PPV )

TP

PR = 75N

(6)

3.5. Softmax Classification

We primarily consider the age and gender estimation task as a deep classification
problem; hence, a Softmax activation function is applied in the final layer to normalize
the arbitrary real value output of the network into probabilities for the predicted age and
gender classes. The normalized output produced by the Softmax function ranges between
0 to 1 and the overall component sum is 1. The Softmax activation function generates the
probabilities for every labeled class through Equation (7) mentioned below:

evi
5(v); = L
/:

@)
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where i denotes the current element index of the input vector v, N is the total number of
classes of the specified task and all v values are the components of the input vector.

4. Experiments and Results

At the beginning of this section, we discuss the implementation details of the age and
gender estimation task. Next, we introduce the datasets used for both tasks. Subsequently,
we report both quantitative and qualitative results observed following the experiments.
Finally, we discuss the results at the end of this section.

4.1. Implementation Details

We trained our deployed CNN model separately based on the age and gender classifi-
cation task. We handle both tasks as a classification approach. The models are trained using
the deep learning framework PyTorch [75] developed by Facebook’s artificial research
lab. The training was performed on Nvidia GeForce GTX 1080 Ti GPU that consists of
3584 CUDA cores with 11 GB of video memory. Training on the large IMDB-WIKI datasets
took almost one day whereas the fine-tuning on the smaller dataset only required a couple
of hours.

In the case of age classification, we calculate the expected value from the Softmax
probabilities belonged to output neurons, similar to what was considered in [24]. On the
contrary to [24], we train the model with a balanced IMDB-WIKI dataset and introduce
the batch normalization layer to reduce the training time. We consider every age as an
individual class that ranges from 0 to 100. For all experiments regarding age estimation,
the CNN is initialized with the weights trained on ImageNet [76]. This pre-trained model
is then further trained on the IMDB-WIKI image dataset for classification with 101 output
neurons. Finally, the CNN is fine-tuned on the test dataset.

For the gender classification, we report the gender class of the neuron carries the
highest probability. We first deployed the pre-trained model trained on ImageNet. In the
next step, we fine-tuned the pre-trained model with the real-world face image dataset
Adjience [9] with two output neurons and the performance is reported from the test split of
the Adience dataset.

The training set consists of 80% of the images from the dataset and 20% is reserved
for the testing. Further 90% of images from the training set are used for learning the
weights and the rest of the images are used as validation set during the training phase.
Every experiment begins in conjunction with pre-trained ImageNet weights from [25].
When fine-tuning the pre-trained network with a smaller dataset, the learning rate of 0.001
remains fixed except for the last layer. The last layer weights are initialized randomly as
the number of output neurons are changing. We used the Adam optimizer with the setting
of momentum 0.9 and a weight decay rate of 5 x 10~*. We adjust the learning rate by a
factor of 10 after every 30 epochs.

4.2. Datasets

In this paper, we use four different datasets for real age and gender estimation. We
first introduce the datasets with a description of their specifications. Figure 7 represents
exemplar images for each dataset used for the age estimation experiment and sample
images for gender prediction are presented in Figure 8. Table 4 shows the size of each
dataset with its properties. For the age classification, we trained our model with the IMDB-
WIKI dataset and fine-tuned it with the MORPH dataset. We evaluate our age estimation
model with the MORPH dataset. In the gender estimation task, we train and evaluate our
model with the Adience dataset.
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43

Figure 7. Exemplar images with real (biological) age from each dataset used in the age
estimation experiment.

Figure 8. Exemplar images from the Adience dataset used for the gender estimation experiment.

Table 4. The particulars of the datasets used for our experiments with the corresponding training and testing split.

Number of Number of Training Testing/ Experiment

Dataset Images Subjects Images Validation Images Age Range
Real Age
IMDB 460,723 20,284 85,532 21,400 Estimation 0-100
WIKI 62,328 Real Age 0-100
Estimation
MORPH 55,134 13,618 4380 1095 Real Age 16-77
Estimation
Adience 26,580 2084 13,116 4372 Age Range/ .
Estimation

IMDB-WIKI: IMDB-WIKI is the biggest face image dataset labeling for age and gender
that is free for public use. This dataset contains images with real age annotation in the
range 0-100 and a total of 523,051 celebrity face images. The images were crawled from
the IMDb website and Wikipedia. The age of a person is calculated based on the date of
birth and the timestamp when the photo was taken (crawled from the sources). Among
the half-a-million images, around 460 k images of 20,284 subjects are collected from IMDb
and the rest, 62 k images are crawled straightaway from Wikipedia. A lot of images of
this dataset are substandard images for training, such as humorous images, sketch images,
severely occluded, full-length images, images containing multiple subjects, and blank
images. For our experiment, firstly, we consider single-person images and then remove
the wrongly annotated faces from individual classes. Thenceforth, we perform class-
wise down-sampling until a threshold is basically formed by considering the low sample

es existing in the dataset. Finally, we enhance the image of the lower sampled classes

imilar datasets and perform data augmentation to make a nearly balanced
" av
ol Af
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dataset. As a result, the total number of images that belong to the balanced dataset is
107 k and we use approximately 85 k images for training which is 80% of the balanced
IMDB-WIKI dataset.

MORPH: The Craniofacial Longitudinal Morphological Face Database (Morph) is
the most used dataset for real age estimation. It is a publicly available facial aging
benchmark with about 55,000 facial images from more than 13,000 subjects. MORPH
comprises 46,645 images of males and 8487 images of females with an age range from
16 to 77 years. For our age estimation experiments, we adopt the setup often used in the
literature [22,24,30,48,49,52], where a subset of Caucasian people’s images is used for the
experiment. The system is evaluated by taking 20% of the images from this subset while
the remaining 80% are used for network training. Although these works [50,77] do not
follow the same setup while experimenting, we still report their result because of using the
same benchmark.

Adience: Adience is a collection of face images from real-world and unconstrained
imaging conditions. This dataset signifies all the aspects that are expected from an image
collected from challenging real-world scenarios. There are face images that were uploaded to
the Flickr website from smartphones without any filtering. Adience images, therefore, display
a high-level of variations in noise, pose, and appearance, among others. The entire collection
of the Adience dataset comprises nearly 26 K face images with 2288 distinct subjects. We used
this dataset only for gender estimation for the sake of state-of-the-art comparison.

The age distribution among the datasets is presented in Figure 9. A large amount of
variation is observed in the distribution curve. In the Morph dataset, two dense regions
are observed in the early 20s and 40s. It seems that the images comprised in this academic
Morph dataset were collected from two different data sources. From the distribution curve,
it is clear that Wikipedia contains a long tail for elderly people whereas IMDB shows a peak
in the young and middle adulthood. The IMDB and WIKI datasets maintain the image
ratio of about 8 to 1. That is why the combined IMDB-WIKI dataset follows an analogous
distribution to the IMDB dataset.
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Figure 9. Distribution of age samples among the datasets experimented in our system.

4.3. Results

The quantitative results of our proposed human biological age and gender estimation
system are reported in this section.

4.3.1. Age Estimation

We reported our age estimation results in MAE. We evaluated our system on the
Merphydataset for estimating the real/biological age of a person. The Morph dataset has
become one of the standard benchmarks for the real age estimation over the last few years.
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We compare our results with the classic and state-of-the-art age estimation meth-
ods, such as Deep Expectation (DEX) [24], Ordinal Hyperplanes Ranker (OHRank) [49],
AGES [31], AGE group-n encoding (AGEn) [57], OR-CNN [58], and Compact yet efficient
Cascade Context-based Age Estimation (C3AE) [78] on the Morph dataset as shown in
Table 5. As per the comparison table, the proposed method has a beneficial impact in
estimating the age of a person over the same dataset and demonstrates better results than
the traditional as well as deep learning-based age estimation models. The qualitative
results of our model for the Morph dataset are presented in Figure 10.

Table 5. Result (MAE) comparison for real (biological) age estimation for the Morph dataset.

Methods MAE
Rothe et al., (2016) [22] 345
DEX [24] 3.25
DEX (IMDB-WIKI) 2.68
AGES [31] 8.83
CA-SVR [48] 5.88
OHRank [49] 6.07
Guo and Mu (2014) [50] 3.92*
Yi et al., (2014) [51] 3.63*
Liu et al. [54] 2.68
Liu et al. [55] 2.32*%
Kim et al. [56] 429 *
AGEn [57] 2.93
AGEn (IMDB-WIKI) 2.52
OR-CNN [58] 3.27
C3AE [78] 2.78
Ours 2.42

* indicates different split.

Real/Predicted
Age 19/20.80 30/33.56 49/51.63 35/34.90 65/64.74

Figure 10. A pictorial presentation of some of the test images with predicted age of the Morph dataset
evaluated by our model.

From the comparison presented in Table 2, it can be concluded that the resulting MAE
of our method for the Morph dataset is 2.42, and the results were meaningfully improved
in comparison with the other hand-crafted feature-based age estimation approaches such
as OHRank, and also exceeded the deeply learned models, namely DEX, Ranking-CNN,
and C3AE.

As stated in the calculation procedure of the cumulative score (CS), the CS values for
the Morph dataset under distinct error thresholds are plotted in Figure 11. From the figure,
a steady growth of the CS value is observed if the allowable error thresholds increase. We
plot the cross-entropy training and validation loss curve during the age estimation task in
Figure 12. We stopped our training when the validation loss was increasing constantly.
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Figure 11. Cumulative score (CS) curve for the Morph dataset for the age estimation task.
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Figure 12. Graph of the cross-entropy loss results for the age estimation task.

In Table 6, we present the insightful parameters that lead the whole real age estimation
experiments. In this comparative analysis, two factors (e.g., balance dataset, batch nor-
malization) basically make the differences in the overall performance of the model. From
the table, it is evident that when we train the model with a balanced dataset along with
introducing a batch normalization layer in the deployed network, a good performance is
obtained compared to the other experiment setup.

Table 6. The insights of the real age estimation experiments.

Image

Pretrained on . Batch Pretraining on Balance
IMDB-WIKI Fine-Tuned on Morph Pre-. Normalization Dataset MAE
Processing
Yes Yes Yes Yes Yes 2.42
Yes Yes Yes Yes No 2.96
Yes Yes Yes No Yes 3.75

4.3.2. Gender Estimation

We reported our gender estimation results in the form of classification accuracy (ACC).
A luated our system for the Adience dataset for estimating the gender of a person.
our model with multiple splits of the cross-validation protocol and present
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the mean value of the performance metrices belonging to gender classification in Table 7.
In Figure 13, we present the best ROC (receiver operating characteristics) curves with
corresponding area under the curve (AUC) scores for the gender estimation results.

Table 7. The gender estimation model performance for the Adience dataset based on different
cross-validation splits.

Number of Split (K) ACC TPR PPV
5 97.41 97.21 97.22
4 93.36 92.97 92.63
3 96.99 96.45 97.06

ROC curve(AUC:0.97308)

0.9 1

0.8 1

0.7 1

0.6 1

0.5 1

0.4 1

True positive rate

0.3 _

0 0.2 0.4 0.6 0.8 1
False positive rate

Figure 13. ROC curves for gender estimation results for the Adience benchmark.

It is very hard to compare our system with other works fairly because the validation
protocol and image settings are varying among the approaches. We compared our reported
results with state-of-the-art methods with corresponding classification accuracy in Table 8.
In Figure 14, we have shown misclassified exemplar images from the Adience benchmark.

Table 8. Comparative gender estimation empirical results (ACC) for the Adience dataset.

Methods ACC (%)
Levi et al. [23] 86.8
CNNSs-EML [53] 77.8
Olatunbosun et al. [68] 96.2
Lapuschkin et al. [79] 85.9
Hassner et al. [80] 79.3
Khan et al. [81] 89.7
Ours 97.28
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Figure 14. A pictorial presentation of some of the misclassified test images from the Adience dataset
evaluated by our model. (Top row): Female subjects are misclassified as males. (Bottom row): Male
subjects are misclassified as females.

5. Discussion

The proposed approach for estimating the real age and gender of a person demon-
strates state-of-the-art results for the Morph dataset in anticipation of real age and the
Adience dataset for gender estimation. We surpass the age estimation results marginally
compared to the state-of-the-art DEX [24] method by lessening the data sparsity prob-
lem that exists in their approach. Our approach for the age estimation reduces the mean
average error reported in the SOA method, i.e., the DEX fine-tuned for the IMDB-WIKI
dataset and without fine-tuning by 0.26 years and 0.57 years, respectively. The system
reveals that pre-training on a balanced dataset along with sufficient training data boosts the
system performance reasonably. Our target application is a real-time system. Therefore, we
incorporate the batch normalization layer before the non-linear RELU layer in the model
to achieve a quicker convergence. In Table 3, it is empirically demonstrated that training
the CNN model using a balanced dataset with batch normalization takes the lead in the
result table. For the gender estimation, we used the ImageNet pre-trained model as the age
estimation task without pre-training on the IMDB-WIKI dataset. We fine-tune and evaluate
the model with the heterogenous Adience dataset and achieve SOA results. We achieve 5%
more accuracy than the state-of-the-art approach [81].

In future research, we will try to enrich the balanced dataset because the amount
of data in every class is not sufficient enough to train a very deep model and secure an
enviable performance for a complex problem like real age estimation. We will try to devise
an optimal network for the age and gender estimation from masked face images since
smart store customers must wear a face mask amid the pandemic situation.

6. Conclusions

In this paper, we propose an automatic age (biological) and gender estimation system
for the promising smart store enterprise which is a modern venture in the retail industry.
This automated system can extract the human demographics necessary to provide the
customer a very good shopping experience that results in a boost of offline smart store
sales. In addition, this enterprise solution can ease the shopping process and shorten
the shopping time for the consumers. Although recent methods show their potentials
for the problem of age and gender estimation, the best works focused on constrained
image benchmarks. As a result, these methods are not robust enough for the application
involving real-world images. Most recently, some of the researchers learned to apply
their model utilizing unconstrained image datasets, but these models are biased for the
early and middle adulthood classes due to image sparsity problems in the dataset. In
our paper, we resolve the data sparsity problem that exists in the state-of-the-art real age
estimation approach DEX [24] by constructing class-wise data parity and incorporate batch
normalization concepts that jointly improve the previous results marginally. We follow the
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same setup for the gender estimation task and achieve substantially improved results over
SOA methods regarding this task.
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